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DIF Analysis

▸Differential item functioning (DIF) - correct item response probabilities 
that depend on examinee demographic background, after conditioning 
on ability 
▸Psychometrician + Item content developer/SME
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Purpose

1. Predict DIF from the item text by training (fine-tune) an encoder 
transformer language model

2. Then, use “explainable AI” (XAI) methods to identify words associated 
with DIF

▸Impact 
• Avoid sample size issue
• Provide immediate item writing/revision feedback (3 years in advance for SB)
• Understand how DIF manifests qualitatively
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METHODS
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Item Data

▸42,176 English language arts & math items that have been field-tested 
• Multiple choice
• Multiple select
• Short answer
• Essay 
• Hot-text

▸DIF results for gender, race/ethnicity, SES, English language learner, 
disability
▸Grades 3 to 11
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DIF Data

▸Mantel-Haenszel delta difference (MH) 
• ≤ -1 favors male students
• ≥ 1 favors female students

▸Standardized mean difference effect size (ES)
• ≤ -0.17 favors male students
• ≥ 0.17 favors female students

▸ES was divided by 0.17 and treated like MH
▸N ≥ 100 female and ≥ 100 male examinees per item
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DIF Prediction

▸Fine-tune DeBERTa V3-large transformer encoder LLM with DIF statistic 
as target and concatenated item text as input
▸80% training, 10% evaluation, 10% testing data
▸DIF statistic options

• Continuous – treat DIF as a continuous/numerical value
• 2 category – binary DIF >0 or <0
• 3 category – 3 bins: ≤ -1, -1 to 1, and ≥ 1

7

https://smarterbalanced.org/


Gender DIF Statistic Histogram
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3.3% Favor 
Females

2.8% Favor 
Males
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3 Category – Prediction Method
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item_id DIF favor_male no_DIF favor_female

1 -0.8 .33 .66 .01

2 … … … …

Get probabilities using DIF SE, then predict them

https://smarterbalanced.org/


DIF Model “Explainer”

▸SHAP – XAI method 
▸Breaks down a complex black-box model into something interpretable

• Shows association of each word with predicted DIF value (“word attributions”)
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RESULTS
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DIF - Prediction

▸Continuous DIF model
• R2 = .31 

▸3 Category DIF model
• Cross entropy loss = 0.11 (hard to interpret)
• Multiple regression predicting DIF from 3 predicted probabilities: R2 = .31 

(including interactions)
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Example Item – Continuous Model
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Observed DIF = 1.0
Predicted DIF = 0.99

Favors 
Female 
Students

Favors 
Male 
Students
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Example Item – 3 Category Model
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Observed DIF = 1.0
Predicted Female DIF p = 0.46
Predicted Male DIF p = 0.01

Favors 
Female 
Students
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Example Item with No DIF
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Favors Female Students

Favors Male Students

Continuous 
Model

3 Category 
Model

Combined_attribution =   ifelse(m_attribution >0, yes = -m_attribution, no = 0) + 
                  ifelse(f_attribution>0,  yes =  f_attribution, no = 0)
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Word Attribution Histograms
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Favors Male            Favors Female
Students             Students

Favors Male   Favors Female
Students    Students

Continuous Model
Kurtosis = 69.4

3 Category Model
Kurtosis = 733.2
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3 Category - Top words from 4,000 items
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Favor female students Favor male students
[Com]posting destroyed
Narrative predictive

Com[posting] exposed
Argumentative massive
Support fought

[Re]cycling Joni
Write baseless
Summarize clever
Performance automated
intend tame
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Discussions

▸3-category was much easier to interpret 
▸(I think) we are the first to use NLP to predict DIF and identify words 

associated with DIF
▸Eventually skip DIF analysis altogether?
▸Prior to NCME presentation: 

• Preprint & Journal submission
• Other XAI methods (LIME, integrated gradients)
• DIF for other groups (race/ethnicity, SES, English language learner, disability)
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Hotaka’s Linkedin Page
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